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Abstract 

This report provides a description of the 

methods applied in our CIST system partici-

pating two tasks in SIGdial MultiLing 2015. 

For the task of MMS, we adopt hLDA model-

ing for documents and sentence extraction to 

generate a summary. For the task of On-

ForumS, we utilize Word Embedding Model 

in deep learning and compute sentence simi-

larity for content linking; then implement 

LDA topic modeling for argument label and 

sentiment analysis for sentiment label. Ac-

cording to the published evaluation results, 

we have got the best performance for both 

argument label and sentiment label. 

1 Introduction 

 MultiLing (http://multiling.iit.demokritos.gr) is 

a special session in SIGdial 2015, which holds 4 

tasks, i.e., MMS (Multilingual Multi-document 

Summarization), MSS (Multilingual Single-

document Summarization), OnForumS (Online 

Forum Summarization) and CCCS (Call Centre 

Conversation Summarization). We have partici-

pated in two tasks of MMS and OnForumS. For 

MMS, we utilize the language-independent 

hLDA (hierarchical Latent Dirichlet Allocation 

(LDA)) model to mine a hierarchical topic tree 

for each document set in all ten languages: Ara-

bic, Chinese, Czech, English, French, Greek, 

Hebrew, Hindi, Romanian and Spanish. For On-

ForumS, we adopt the Word Embedding Model 

to dig up content linking of sentence pair with 

deeper semantic features. Then we mainly use 

rule-based sentiment analysis to obtain the sen-

timent label. LDA topic model and K-means are 

integrated to obtain the argument label. Accord-

ing to the published evaluation results of On-

ForumS, we have got the best performance for 

both argument label and sentiment label. 

2 System Background 

2.1 MMS 

There are many researches about summarization 

[1-7]. Recently, LDA[8] has been widely applied 

[9-10]. Some improvements have also been made 

[11-14]. [15] extended LDA to exploit the hier-

archical tree structure of topics, hDLA, which is 

unsupervised method in which topic number can 

grow with the data set automatically. This can 

achieve a deeper semantic model similar with 

human understanding and is especially helpful 

for summarization. [16] provided a multi-

document summarization method based on 

hLDA with competitive results. However, it has 

the disadvantage of relying on ideal summaries. 

To avoid this, the innovation of our work is 

completely dependent on data and hierarchy to 

extract candidate summary sentences. 

2.2 OnForumS 

Online forums have been increasing greatly in 

recent years with a large number of users and 

huge amount of information. This task has really 

proposed a very new and interesting topic for 

research. After analyzing the sample input and 

output data file released by the organizers of On-

ForumS, we confirmed that OnForumS task in-

volves two parts: The first part is to find all the 

linking pairs of sentences. In every pair, one sen-

tence belongs to the original article by an author, 

the other belongs to its comment by a later com-

mentator. The second part is to tag two kinds of 

labels to the linking pair which we’ve found in 

the first part. Labels involve argument label and 

sentiment label. For argument label, we think 

that it focuses on whether or not a commentator 

holds the same argument with the author, hence 

we use LDA to model the document set (every 

sentence is a processing unit) so as to mine the 

latent semantics of sentences. Next, we utilize 

the vector of topic weight generated by LDA and 

K-means algorithm to cluster the documents into 



two categories corresponding to two argument 

labels. For sentiment label, we think that it cares 

about the sentiment of sentences, so we do sen-

timent analysis based on sentiment dictionaries. 

We use three English dictionaries as seed, and 

adopt a machine learning way to expand them. 

At last, we make some rules to generate our final 

sentiment label according to some experiments. 

2.2.1 Content Linking 

The research for the comments have been carried 

out since they appeared, but it was mainly aimed 

for the opinion mining of product pages in the 

past, focusing on the study of emotional tenden-

cy[17]. Consumers, manufacturers and retailers 

can get the feedback they need, using the results 

of data mining and analysis of comments for 

commodities[18]. 

We look on content linking as finding two close-

ly related sentences based on similarity compu-

ting. The result of content linking we’ve got is 

not optimistic through traditional feature-based 

similarity calculation. So we attempt to bring in 

deep learning technology applied to big data --- 

Word Embedding method to strengthen the tradi-

tional methods based on grammars and shallow 

semantics. The classic work is by Bengio et al. 

[19]. They got word vector while training lan-

guage model. [20] proposed a language model of 

Log-Bilinear and a hierarchical idea to improve 

Bengio’s method. [21] proposed two major inno-

vations: one is using the global information to 

assist the existing local information, the other is 

using multiple word vectors to represent polyse-

mous words.  

This representation learning is also applied to a 

variety of natural language processing tasks with 

excellent results, such as Chinese word segmen-

tation [22], semantic modeling and sentiment 

analysis [23], named entity recognition [24]. 

2.2.2 Labels 

For argument label, we consider it as a classifica-

tion problem. We can find some exploration 

from OpinionFinder System (MPQA, 

http://mpqa.cs.pitt.edu/). It is based on the corpus 

marked by experts. Considering this condition, 

we use unsupervised ways to find the topic of 

each sentence in the sentence pair, and if the two 

sentences in a pair are about the same topic, we 

endow argument label with positive, else, we 

emend it with negative. 

For sentiment label, we regard it as a sentiment 

analysis problem. There are many researches 

about text sentiment analysis, which is always a 

research hotspot. The existing methods can be 

divided into four levels. The first level is for lex-

ical items; the second level is for sentences; the 

third level is for texts and chapters. The last level 

is for massive text data. In our system, we focus 

on the first two levels. [25, 26, 27] put forward 

some ways to calculate the sentiment polarity of 

words. [28, 29, 30] put forward models to ana-

lyze text sentiment. In addition, [31, 32, 33, 34, 

35, 36, 37, 38] also get some breakthrough in 

text sentiment analysis. 

[39] puts forward Double LDA(DLDA) to solve 

the problem in analysis of sentiment polarity of 

texts. DLDA is based on LDA model which is 

only considering topic, however, DLDA is also 

involved in sentiment. DLDA has two processes, 

the first one is called DLDA-Ⅰ，the second one 

is called DLDA-Ⅱ. By DLDA-Ⅰ, we can get 

the sentiment distribution of documents and the 

topic distribution of documents. If we only use 

LDA, we can simply get the topic distribution. 

After DLDA-Ⅱ, the result we can get is every 

word’s sentiment weight in all documents.  

DLDA has many advantages and we decide to 

use it. 

1) It’s unsupervised method. For our task, 

training corpus is not adequate, thus DLDA is 

fitful for our task. 

2) It’s language independent model. The mod-

el is similar to LDA. For our task, we need to 

handle two languages (English and Italian). 

3) Many other similar models cannot get the 

word sentiment weight, they only give the distri-

bution of documents over sentiment. 

4) We need to expand our seed sentiment dic-

tionary. We adopt DLDA to expand our seed 

dictionary from MPQA. We mainly use subjec-

tivity Lexicon and the lexicons in OpinionFinder 

System. 

3 MMS System Design 

The system framework for MMS is shown in 

Figure 1. In particular, we only treat Chinese 

with word segmentation. The kernel module is 

constructing an hLDA model. 

 



 
Fig.1. MMS system framework 

3.1 Pre-processing 

1. Merging documents 

We merge the multi-documents into one big 

document. 

2. Splitting Sentence 

Sentence is the processing unit. There are two 

lines of title and date ending with no punctuation 

marks. We add a full stop to avoid them being 

connected with the first following sentence. We 

split sentences according to the ending punctua-

tion marks like full stop, question mark and 

apostrophe. 

3. Removing Stop Words 

Since Chinese hanzi is not separated by spaces 

as other languages, we do word segmentation 

firstly. Then we construct stop lists for all lan-

guages. For English and Chinese, the stop list 

contains punctuation marks and some functional 

words, while for other languages, it contains 

punctuation marks, which could unify the whole 

process easily. 

4. Generating Input file for hLDA 

We build a dictionary for the remaining words, 

which are sorted in descending order according 

to their frequencies. This is a mapping from a 

word to a number varying from 1 to dictionary 

size. Finally we generate an input file for hLDA, 

in which each line represents a sentence: 

[number of words in the sentence] [wordNumber

A]:[localfrequencyA] [wordNumberB]:[local fre

quencyB]... 

Figure 2 shows an example. 
 

 
Fig.2. hLDA input file 

3.2 hLDA Topic Modeling 

In hLDA, every sentence is allocated to a path 

from the root to the leaf in the tree. Each node is 

associated with a latent topic, which is a distribu-

tion across words. Sentences sharing the same 

path should be similar to each other and form a 

sub-cluster of sentences in the document set. All 

sentences share the topic distribution associated 

with the root node. 

We set the depth of the tree as 3. Because a sen-

tence of 2 levels seems too simple, and a tree 

model with depth 4 or bigger is too complex for 

computing and understanding. 

Different parameters lead to different trees. We 

can evaluate whether a tree is good by human 

reading. However we don’t know other lan-

guages except Chinese and English, hence we 

design a simpler and more intuitive method for 

the hLDA tree evaluation. If a tree has about 4 to 

12 paths and the sentence numbers for all paths 

appear in balanced order from bigger to smaller, 

and the sentences in bigger paths could occupy 

70-85% in all sentences, then we could possibly 

infer that this model performs well. 

There are several parameters in hLDA, which are 

ETA, GAM, GEM_MEAN, GEM_SCALE, 

SCALING_SHAPE and SCALING_SCALE. 

After several experiments, the parameter settings 

are as follows in Table 1: 
 

Parameter settings 

ETA 1.2, 0.5, 0.05 

GAM 1.0,1.0 

GEM_MEAN 0.5 

GEM_SCALE 100 

SCALING_SHAPE 1 

SCALING_SCALE 0.5 

Table 1: Parameter settings 

 

We analyze the hLDA output result, and change 

parameters a little when the result is not good. 

3.3 Sentence Extraction 

 Sentence Scoring 



In the hLDA result, sentences are clustered into 

sub-topics in a hierarchical tree for a document 

set. A sub-topic is more important if it contains 

more sentences. Trivial sub-topics containing 

only one or two sentences can be neglected.  

Summary should cover those most important 

sub-topics with their most representative sen-

tences. We evaluate the sentence importance 

considering the following 3 features. 

1) Sentence Coverage. We consider sen-

tence coverage of each word in one sen-

tence. The sentence weight is calculated 

as eq.(1). 

  𝑆𝑡𝑓 =
∑

𝑛𝑢𝑚𝑠(𝑤𝑖)

𝑛

|𝑠|
𝑖=1

|𝑠|
             (1)         

   𝑤𝑖  is the ith word in the sen-

tence, while 𝑛𝑢𝑚𝑠(𝑤𝑖) is the number of 

sentences that 𝑤𝑖 occurs. |s| is the num-

ber of words in the sentence, and n is the 

total number of all sentences. 

2) Word Abstractive level. In hLDA model, 

level 0 (the root) is the most abstractive 

one, level 2 (the leaves) is the most spe-

cific one, and level 1 is between them. 

We evaluate the sentences’ abstractive 

features as eq.(2). 

𝑆𝑎𝑏 = 𝑎 ×
𝑛𝑢𝑚(𝑤0)

|𝑠|
+ 𝑏 ×

𝑛𝑢𝑚(𝑤1)

|𝑠|
+ 𝑐 ×

𝑛𝑢𝑚(𝑤2)

|𝑠|
                

(2) 

           num(w0), num(w1) and num(w2) are the 

number of words of the sentence in lev-

el 0,1 and 2. Three parameters a, b and 

c controls the weight of different levels. 

We need the summary not only provide 

abstractive information but also specific 

information. In our experiment, a, b and 

c are set to be 1, 0.75 and 0.25 respec-

tively. 

3) Title. Each document has a title, which is 

the news reporter’s summary statement 

on the content, it has bigger possibility of 

being extracted into the summary. 

𝑆𝑡 = {
1      𝑡ℎ𝑒 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑖𝑠 𝑎 𝑡𝑖𝑡𝑙𝑒
0                                           𝑒𝑙𝑠𝑒

 (3) 

According to the above features, we calculate 

the score of a sentence as eq.(4), where d, e, f are 

the feature weights: 

𝑆 = d × 𝑆𝑡𝑓 + 𝑒 × 𝑆𝑎𝑏 + f × 𝑆t      (4) 

In our system, we set d, e, f to be 2, 1, 0.5 re-

spectively. 

 Extraction Strategy 

We made 3 different strategies to extract can-

didate summary sentences. 

1) The sentences of each path are in descend-

ing sequence by score. Extract the sentence 

which has the biggest score according to its 

path. 

2) All sentences are in descending sequence by 

score. Extract the sentence which has the 

biggest score. 

3) The above two methods all extract sentences 

in the summary directly, but the third meth-

od chooses enough candidate sentences ac-

cording to its path. Then delete some sen-

tences based on score to make the length not 

exceeding 250. 

All the extractions should make sure that the sen-

tences’ redundancy rate is below 0.5. 

4 OnForumS System Design 

Figure 3 shows the overall framework for our 

OnForumS system. 

 
Fig3. OnForumS system overall framework 

4.1 Pre-processing 

The original corpus of forums has two formats, 

i.e., txt and xml. Since xml format is easier to 

handle, we use DOM which is a toolkit in java to 

parse the xml file to get the all the sentences. 

4.2 Content Linking 
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Fig4. Content Linking process 

Figure 4 shows the process of content linking 

based on Word Embedding model and WordNet 

toolkit. 

A.       Pre-Processing 

Word Embedding Model training needs a large 

amount of textual data, but both of the sample 

data and the testing data of OnForumS are too 

small in size. So we tried to collect the data our-

selves for training corpus from Wikipedia 

(http://en.wikipedia.org/wiki/Wikipedia:Databas

e_download) via a crawler. The size of our final 

training corpus is about 1G. The next task is page 

cleaning and re-encoding. Then we split para-

graphs into sentences by some punctuations, 

such as “.”, “!”, “?”, and split sentences into 

words by spaces. 

B. hyponyms/ hypernyms 

WordNet is a semantics-oriented dictionary of 

English, similar to a traditional thesaurus but 

with a richer structure, which makes it easy to 

navigate between concepts. For example, given a 

concept like “car”, we can look at the concepts 

that are more specific—the hyponyms: “Stanley 

steamer”, “hardtop”, “loaner” and so on. We can 

also navigate up the hierarchy by visiting hyper-

nyms, like “car”: “motor vehicle”.  

C. Word Embedding Model 

GloVe[40] is a new global log-bilinear regres-

sion model for unsupervised learning of word 

representations and uses the statistics of word 

occurrences in a corpus whose statistics are cap-

tured directly. The calculation equation is as fol-

lowed: 

F 𝑤𝑖 ,𝑤𝑗 ,𝑤 𝑘 =
𝑃𝑖𝑘
𝑃𝑗𝑘

 
 

Let the matrix of word-word co-occurrence co
unts be denoted by X, whose entries 𝑋𝑖𝑗 tabulate  

the number of times that word j occurs in the con-
text of word i. Let 𝑋𝑖 be the number of times that 
any word appears in the context of word i. Let  

𝑃𝑖𝑗 =  P(j|i)  = 𝑋𝑖𝑗/𝑋𝑖 be the probability that w-

ord j appear in the context of word i. Noting that  
the ratio 𝑃𝑖𝑘/𝑃𝑗𝑘 depends on three words i, j, and 

k. And w ∈ ℝ𝑑 are word vectors and 𝑤 ∈ ℝ𝑑 are
 separate context word vectors.  

Through a series of operation and simplification, a-

dding an additional bias �̃�𝑘 for 𝑤 𝑘 restores the symme-
try, finally we get the following equation:  

𝑤𝑖
𝑇𝑤 𝑘 + 𝑏𝑖 + �̃�𝑘 = log⁡(𝑋𝑖𝑘 )  

It proposes a new weighted least squares regres-

sion model as following: 

J = ∑ 𝑓 𝑋𝑖𝑗 

𝑉

𝑖,𝑗=1

(𝑤𝑖
𝑇𝑤 𝑗 + 𝑏𝑖 + �̃�𝑗 − 𝑙𝑜𝑔𝑋𝑖𝑗)

2 

Where V is the size of the vocabulary and 𝑓
 𝑋𝑖𝑗  is the weighting function. 

For the word vector generated by GloVe, the Eu-

clidean distance (or cosine similarity) between 

two word vectors provides an effective method 

for measuring the linguistic or semantic similari-

ty of the corresponding words. 

D. Calculate similarity 

After the training of word embedding models, a 

sentence in the testing corpus can be expressed 

as: 

𝑊𝑡 = (𝑤𝑡 , 𝑤𝑡+1, … , 𝑤𝑡+𝑘) 
Where 𝑤𝑡 is word vector of corresponding word t.

 Then the sentence W𝑖 and the sentence W𝑗 can f-

orm calculating matrix M𝑖,𝑗: 

M𝑖,𝑗 = 𝑊𝑖𝑊𝑗
𝑇 = [

𝑤𝑡𝑤𝑣 ⋯ 𝑤𝑡𝑤𝑣+𝑙

⋮ ⋱ ⋮
𝑤𝑡+𝑘𝑤𝑣 ⋯ 𝑤𝑡+𝑘𝑤𝑣+𝑙

] 

But before the computation of (𝑤𝑡, 𝑤𝑣), first, ste-

mmed words are generated and examined in con-

sistency. Second, it is essential to check relations

 between word t and word v by WordNet. When 

word t and word v exist in the hyponyms/ hyper-

nyms part of each other, they can be seen as the  

same.  

The cosine distance can represent (𝑤𝑡, 𝑤𝑣)  , and 

the similarity of sentences i and j is as followed: 

Testing Corpus

 Training Corpus 

Word Embedding

Generate Matrix

Calculate Similarity

Linking 
Result

Hyponyms/
Hypernyms

Word Vector

Extract Sentence

WordNet

Pre-Process

Page Cleanup

Split Sentences

Remove 

Stopwords

http://en.wikipedia.org/wiki/Wikipedia:Database_download
http://en.wikipedia.org/wiki/Wikipedia:Database_download


𝑆𝑖𝑚𝑖,𝑗 =
∑ 𝑚𝑎𝑥 M𝑚,𝑛 𝑚=𝑖,𝑛=𝑗

√𝑙𝑒𝑛𝑔𝑡ℎ𝑖𝑙𝑒𝑛𝑔𝑡ℎ𝑗
 

Where 𝑚𝑎𝑥 M𝑚,𝑛  is obtained through the foll-

owing concrete steps. First, find out the maximu-

m of M𝑖,𝑗, then delete the row and column of the 

maximum. Next, find the maximum of the remai-

ning matrix and remove row and column like the 

former step. Do the same procedure until the ma-

trix is empty. Finally add up all the maximum v-

alues. 𝑙𝑒𝑛𝑔𝑡ℎ𝑖 represents the number of word ve-

ctor in the sentence, and √𝑙𝑒𝑛𝑔𝑡ℎ𝑖𝑙𝑒𝑛𝑔𝑡ℎ𝑗 is us-

ed to reduce the influence of sentence length.  

E. Linking result 

Based on the above sentence similarities, we can 

extract those sentences with the highest similari-

ty score to a comment sentence as its linking re-

sult. 

4.3 Argument Label 

Figure 5 shows the process for argument label. 

 
Fig5. Argument label process 

4.3.1 Generating Input File For LDA 

For every sentence, we change it into its “bag-of-

words” model representation, which assumes that 

the order of words can be neglected. The format 

of LDA input file is same as that of hLDA input 

file. 

4.3.2 LDA Topic Modeling 

Given a collection of sentences in the input file, 

we wish to discover topic distribution of every 

sentence through LDA model. 

The basic idea of LDA is that documents are rep-

resented as random mixture over latent topics, 

where each topic is characterized by a distribu-

tion over words. Through LDA model, we can 

get the distribution of sentence over topics and 

the distribution of topic over words. We set the 

topic number to 15 according to the experiments, 

that’s to say in K-means, our feature is the 15-

dimention vector. 

4.3.3 K-means and result 

K-means is a simple clustering algorithm. 

Through LDA modeling, every sentence is repre-

sented by a vector which is the sentence distribu-

tion over topics. This distribution is the input for 

K-means. We run K-means to cluster all sentenc-

es into two categories. After K-means process, 

we can get the category every sentence belongs 

to. For every sentence pair, if the two sentences 

belong to the same category, then we set the la-

bel to positive, else, negative. 

4.4 Sentiment Label 

Figure 6 shows the process for sentiment label. 

 
Figure6. Sentiment label process 

4.4.1 Seed sentiment dictionary 

There are three kinds of seed sentiment diction-

aries. One is subjectivity lexicon, the other two 

are discovered from OpinionFinder system. The 

two dictionaries are called intensifier and va-

lenceshifters lexicon. Intensifier lexicon involves 

words which can improve the sentiment level. 

For example, “I’m very happy.”, “very” is a 

word of intensifier. However valenceshifters lex-

icon involves words which can change the sen-

timent level. For example, “I’m not happy.”, “not” 

is one of valenceshifters. 

4.4.2 Expand dictionary 

The original dictionary is in English. We use 

machine translation to add French and Italian 

vocabularies. But this time, the French corpus is 

not available, so we only use English and Italian 

dictionaries. With DLDA, we can get all senti-

ment weights of words in corpus. At last, the 

word which is not included in seed has the same 

polarity with a seed word if their sentiment 

weight distance can be ignored. 

4.4.3 Rule-based method 

We use a scoring strategy to get the sentiment 

label. In our dictionary, sentiment values are di-

vided into strong pos, strong neg, neutral, weak 

pos and weak neg. Through DLDA, every word 

gets a sentiment state. We map the sentiment 

Sentence Pair
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pair
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Sentiment Pair
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state to a number as shown in Table 2. We ac-

cumulate a sentence score that reflects the senti-

ment label as shown in Table 3. 

 
Sentiment state Word score 
weak neg(only) -1 

strong neg(only) -2 

strong pos(only) 2 

weak pos(only) 1 

neutral 0 

Intensifier+weak neg -2 

Intensifier+weak pos 2 

valenceshifters when current sentence 

score is bigger than 0 and 

current word is in va-

lenceshifters  and the 

score of current word is 

less than 0, sentence score 

= sentence score *(-1),   

or current sentence score 

is less than 0 and current 

word is in  valenceshifters 

and the score of current   

word is more than 0, sen-

tence score strategy is the 

same.  

For any other conditions,   

we simply accumulate the 

word score. 

Table 2. Scoring strategy  

 
Sentence final score Label 

>0 pos 

=0 neutral 

<0 neg 

Table 3. Mapping relationship of sentence final 

score to sentiment label. 

4.5 Experiments 

Before Multiling 2015 published the evaluation 

results, we only did some original experiments 

for word vectors in a limited period of time. 

We conducted experiments on the word analogy 

task [41]. Due to the known expectation of the 

word vector, vector(king) - vector(queen) + vec-

tor(man) = vector(woman), we can use this 

method to evaluate the result of the trained word 

vectors. 

The word analogy dataset is just available in 

English. We firstly translated this dataset into 

Italian using Google translation. Because of lan-

guage limitation, we assessed Italian word vector 

by word analogy task only for reference. 

  

 English Italian 

Accuracy 20.45% 1.22% 

Coverage 100% 98.18% 

Table 4. Word Vector Evaluation 

 

The word analogy dataset we obtained contains 

19544 word groups, and the English training 

corpus covers 100% of it, while the Italian one 

covers 98.18%, as shown in Table 4. As a refer-

ence, another model--word2vec’s[42] accuracy is 

between  50%~60% by different parameter set-

tings and training and testing corpus. As we can 

see that there is a big space for improvement.  

4.6 Evaluations 

According to the released evaluation results of 

MMS Task, our results seem bad. Looking back 

to our submitted summary, we find that most 

topics in Arabic and Chinese doesn’t get enough 

words (250) for the summary, which we think is 

caused by  that average sentence similarity in the 

corpus is higher than our specific redundancy 

similarity threshold of 0.5. Another reason for 

the bad evaluation result is that our sentence ex-

traction strategy needs more deep semantic fea-

tures from hLDA and more traditional features 

like keywords, entities, similarity with title and 

so on. Although we have a good hLDA modeling 

tree structure, we can’t make full use of the 

hLDA tree and only choose abstractive feature 

for hLDA modeling result. Sentence extraction 

strategy with more features can possibly improve 

the system. 

The OnForumS Task of Multiling 2015 has re-

leased the evaluation results about its three sub-

tasks, i.e., Content Linking, Argument Label and 

Sentiment Label. Although the performance of 

our linking task is not ideal, we have got the best 

performance in Argument Label and Sentiment 

Label.  

As to the unsatisfied performance of linking task, 

there may be three major reasons. First, the train-

ing corpus of Word Vectors is collected from 

Wikipedia by us, which is different from the test-

ing corpus of OnForumS. Second, too many 

wrong links were selected by the improper 

threshold of similarity computation. Third, word 

vectors may sometimes lead to "excessive 

linked" which means that the word vectors can 

not only help link two relevant sentences without 

the same vocabulary but also wrongly link two 

unrelated sentences by scoring them with much 

higher semantic similarity. We will work more 

on these problems in future. 

As to Argument Label and Sentiment Label, the 

following Table 5 shows the precisions of all 



systems published by OnForumS. Our systems 

are the top 2 ones. This has demonstrated the 

effectiveness of our method. But there are no 

recall and F-measure results from OnForumS. 

We think that the reason may be that the evalua-

tion method being used is human judgments. 

 
System No. Precision 

(ARGM) 

Precision 

 (SENTM) 

CIST-RUN1 0.990601504 0.946050096 

CIST-RUN2 0.988527725 0.933837429 

BASE-first 0.974358974 0.927027027 

BASE-overlap 0.915531335 0.922077922 

UWB-RUN1 0.896153846 0.897435897 

JRC-RUN2 0.891891892 0.895752896 

USFD_UNITN-

run2 

0.884848485 0.885714286 

USFD_UNITN-

run1 

0.881578947 0.88030888 

JRC-run1 0.859813084 0.874251497 

 

Table 5. Result of Labels 

5 Conclusion 

Through this MMS task, we find out that we re-

ally need to improve our sentence extraction 

strategy. In future, we will improve the corre-

sponding methods. The information provided by 

the hLDA tree for different topics, different lan-

guages and different knowledge bases should be 

mined out deeply. In fact, the tree features we 

have utilized in this MMS task is too little, we 

need to add more features to improve our sum-

mary results. What’s more, the sentence similari-

ty for sentence scoring and redundancy removing 

is also a very important factor for summary 

length and content. 

As we can see, compared with MMS, OnForumS 

is a new task which involves more natural lan-

guage technologies besides summarization. This 

is the first time we tried on it. In future work, we 

need to study for more and better methods, espe-

cially for content linking, argument labeling, sen-

timent analysis, sentiment labeling and multilin-

gual data. We will also study more about word 

embedding models and hope to obtain better 

word vectors via more fitful training experiments. 
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